Robust Semi-Supervised Learning when Not All Classes have Labels
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I\/Iotivation

SSL: learning from labeled and unlabeled data with a learning model

Real-world datasets often contain classes without labels.

[ Previous Close Set SSL methods suffer performance degradation ]
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Traditional SSL assumes: “All classes have labeled samples! “

Some classes are difficult to label or newly occurred classes
that can not be labeled in time.

that can classify both classes with labeled
samples and classes without them?

Two 1ssues need to be addressed

Proposed method

The Framework

The first one is how to automatically classify unseen classes during model training.

Framework of the proposed algorithm. The unsupervised loss can be

decomposed into UC loss (lies in the green box) and DTA loss (lies in the
blue box).
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A priori knowledge is also used to adjust the logits:
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aln Results

Classification accuracy of compared methods
on seen, unseen and all classes.

Classes Dataset SSL Open-Set SSL NCD
Fixmatch | DS3LL. CGDL | DTC RankStats | ORCA | OURS
CIFAR-10 71.5 717.6 72.3 53.9 86.6 88.2 89.5
Seen CIFAR-100 39.6 535.1 49.3 31.3 36.4 66.9 68.7
ImageNet-100 635.8 71.2 67.3 25.6 47.3 89.1 91.0
Average 59.0 68.0 63.0 36.9 56.8 81.4 83.1
CIFAR-10 504 45.3 44.6 | 39.5 81.0 90.4 92.2
Unseen | CIFAR-100 23.5 23.7 22.5 22.9 28.4 43.0 47.0
ImageNet-100 36.7 325 33.8 | 20.8 28.7 72.1 75.5
Average 36.9 33.9 33.6 27.7 46.0 68.5 71.6
CIFAR-10 49.5 40.2 39.7 | 38.3 82.9 89.7 91.3
All CIFAR-100 20.3 24.0 23.5 18.3 23.1 48.1 52.1
ImageNet-100 34.9 30.8 31.9 21.3 40.3 77.8 79.6
Average 34.9 31.7 31.7 26.0 48.8 71.9 74.3

Our proposal achieves significant performance gain
compared with NCD method and sota Open-Set SSL

methods.

Conclusion

Ablation Study

Our proposal FBCE Loss can reduce the proportion of wrong pairs while increase the proportion of right pairs.
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(a) Wrongly selected seen-unseen pairs (b) Correctly selected unseen-unseen pairs

Our proposal Adaptive Threshold achieves significant performance gain compared with UC Model.
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(a) Learning difference between
seen and unseen classes

(b) Selected pseudo-labels for un- (c) Accuracy of pseudo-labels for
seen classes unseen classes

»We figure out that some classes are difficult to label or newly occurred classes that can not be

labeled in time in SSL.

labeled samples.

»We proposed NACH algorithm to classify both classes with labeled samples and classes without

»We further aim at giving generalization risk analysis on classes without labeled samples.




